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Scalar transport in closed potential flows is investigated for the specific case of a periodically reoriented
dipole flow. Despite the irrotational nature of the flow, the periodic reorientations effectively create heteroclinic
and/or homoclinic points arising from the joining of stable and unstable manifolds. For scalar advection,
Lagrangian chaos can be achieved with breakdown of the regular Hamiltonian structure, which is governed by
symmetry conditions imposed by the dipole flow. Instability envelopes associated with period-doubling bifur-
cations of fixed points govern which regions of the flow control parameter space admit global chaos. These
regions are further refined via calculation of Lyapunov exponents. These results suggest significant scalar
transport enhancement is possible within potential flows, given appropriate programming of stirring protocols.
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I. INTRODUCTION

Potential flows capture the gross mechanics of a wide
range of applications involving flow within porous media
including, e.g., leaching of minerals or contaminants from
aquifer formations, oil recovery in shale beds, carbon seques-
tration in calcium carbonate and recovery of geothermal
heat. These processes are unified by the process-limiting
transport of some entity such as heat, chemical reagent, or
pollutant; however research into transport enhancement in
such flows has been limited and in the geophysical literature
there is controversy over whether mixing in porous media
flows is possible �1�. A well-known mechanism to achieve
mixing within low Reynolds number flows is via chaotic
advection �2�, whereby flows which although simple in the
Eulerian sense exhibit chaotic dynamics in the Lagrangian
frame: from a kinematic perspective the advection equation
describing motion of a passive tracer

ẋ = v�x,t� �1�

with � ·v=0, represents a dynamical system rich enough to
generate chaotic particle paths. In Eq. �1�, v is the fluid ve-
locity field, t time, and x physical space, corresponding to
the state space of the dynamical system. Hence chaotic dy-
namics �and associated manifolds� within the state space can
be directly observed as evolving mixing patterns in dye trace
experiments. As such the transport dynamics of such flows

can be inferred directly from the Lagrangian topology of Eq.
�1� such that “good mixing” or rapid transport corresponds to
global chaos throughout the flow domain, ensuring complete
mixing to small length scales within finite time. Although
these principles have been applied widely to low Reynolds
number flows in general, the study of chaotic advection
within potential flows is limited �3,4�. A necessary require-
ment for chaotic dynamics is the existence of heteroclinic
and/or homoclinic points arising from the joining of stable
and unstable manifolds �5�. Due to the irrotational nature of
potential flows, heteroclinic or homoclinic connections can-
not occur in steady two-dimensional �2D� or three-
dimensional �3D� potential flows, in contrast to steady 3D
Stokes flows which may admit Lagrangian chaos. However,
heteroclinic and/or homoclinic connections can be created in
transient potential flows via the transient crossing of stream-
lines. This phenomenon has been investigated in only a
handful of applications �4,6,7� and little is known about the
topology of such systems.

For a given flow device, an open question for both poten-
tial and Stokes flows is what boundary motions and/or flow
forcings generate global Lagrangian chaos and optimal scalar
transport? To date, no investigation of transport optimization
via Lagrangian chaos has been performed for potential flows
and while it has been shown that chaotic advection can be
achieved for such flows, the level of scalar transport en-
hancement for optimized potential flows has not been estab-
lished. Parameterization of the transient flow field v�x , t� in
terms of a set of “base flows” generates a formal mathemati-
cal basis for the optimization of scalar transport, and Hamil-
tonian dynamics provides a convenient framework for analy-
sis. As the breakdown of integrable states to chaos and the
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Lagrangian topology itself is constrained by symmetries in
the domain geometry and boundary conditions, analysis of
these symmetries generates significant insight into the
mechanisms governing scalar transport. In this paper we ap-
ply such analyses along with standard tools of dynamical
systems �Poincaré sections, Lyapunov exponents� to study
and optimize scalar transport in a model potential flow.
These results quantify the scope for transport enhancement
in potential flows in general and provide insight into the
mechanisms governing Lagrangian dynamics in such sys-
tems.

II. PROBLEM DEFINITION

Rotated potential mixing flow and governing parameters

As we are interested in the fundamentals of transport en-
hancement, study of particularly simple potential flows may
generate greater insight while simplifying analysis. Follow-
ing Metcalfe et al. �8�, the fundamentals of transport in po-
rous media are well represented by a 2D dipole flow, as
many porous media flows can be well approximated by su-
perposition of a number of dipole flows. The 2D dipole flow
is described by the complex potential

F�z� = log� z + 1

z − 1
� , �2�

corresponding to source and sinks along the real line at �1
�9�. This potential is mapped to a disk by the Schwarz-
Christoffel transform

z = i
w + 1

w − 1
, �3�

where the upper half of the complex plane is mapped to the
domain D : �r ,��= �0,1�� �−� ,�� in cylindrical coordinates
�r ,��, and the lower half is mapped outside D, divided by a
separating streamline along the domain boundary �D :r=1.
The source x+ and sink x− occur on the disk boundary at
�r ,��= �1,� /2� and �1,−� /2�, respectively, as depicted in
Fig. 1�a�, and the velocity potential � and streamfunction �
respectively are given by the real and imaginary parts of
F�w�

� = Re�F�w�� =
1

2
log� r2 − 2r sin � + 1

r2 + 2r sin � + 1
� , �4�

� = Im�F�w�� = arctan�2r cos �

1 − r2 � . �5�

What we will call the flow velocity field is v̂=��=���êz,
where êz is the unit vector in the z direction. To create het-
eroclinic or homoclinic points and hence Lagrangian chaos, a
necessary condition is the transient crossing of streamlines.
The simplest stirring protocol to achieve such behavior is to
let v̂ operate for a fixed time 	, after which the dipole posi-
tions are instantaneously reoriented about the origin through
angle 
, after which the dipole flow again operates for time
	 and so on. This flow is named the RPM flow, the transient
velocity field of which can be approximated as

v�x,t;	,
� 	 v̂�r,� + � t	 �
� , �6�

where �x� denotes the integer part of x. Elsewhere, we have
experimentally realized the RPM flow �10,11� for studies in-
volving coupled transport, deformation and reaction and
found dye advection visualizations to agree well with theory.
If the viscous time scale R0

2 /� is small �where R0 and �,
respectively, are the disk radius and fluid kinematic viscos-
ity� with respect to the reorientation frequency R0 /	v0
�where v0 is fluid velocity at the origin�, then transient ef-
fects associated with dipole reorientations as quantified by
the Strouhal number St=Re /	 may be ignored. We assume
the Reynolds number Re=v0R /� is negligible, and so the
approximation Eq. �6� is exact for finite 	. Introducing the
nondimensional variables r�=r /R0, v�=2v /v0, and t�
= tv0 /R0 �and henceforth dropping the primes�, the RPM is
fully described by the control parameters 	 and 
. These
parameters define the stirring protocol and hence dictate the
Lagrangian topology and transport dynamics of the RPM
flow.

Superposed reoriented streamlines for 
=2� /3 are de-
picted in . 1�b�. Clearly for values of 
 commensurate with
�, this temporal flow is periodic with period T= j	, where

=k / j2� for some integers j and k, however for irrational

 /�, the aperiodic flow only represents a conceptual differ-
ence. Study of the global structure of transport in the RPM
flow corresponds to analysis of the Lagrangian dynamics of
Eq. �1� over the parameter space of the flow: Q : �	 ,
�
= �0,��� �−� ,��.

(a)

(c)

(b)

(d)

FIG. 1. �a� Contours of dipole flow streamfunction with inlet
�outlet� x+�x−� at r=1, �=� /2��=−� /2�, �b� superimposed stream-
lines for reoriented flow with 
=2� /3, �c� corresponding Hamil-
tonian, and �d� detail of stagnation point at the origin.
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Two fundamentally distinct modes of operation are pos-
sible for this flow, characterized by whether the domain D is
open or closed. For the open problem, the source x+ and sink
x− represent inflow and outflow boundaries, whereas for the
closed problem x+, x− are symmetry boundaries, i.e., any
material leaving x− is instantaneously reinjected at x+ on the
same streamline to preserve continuity. As illustrated for
other potential flows �4�, different reinjection protocols �de-
layed, reflected, stochastic� generate different transport prop-
erties for the RPM flow. The open and closed modes of op-
eration have fundamentally different characteristics, both of
which shall be considered in this paper.

III. FLOW SYMMETRIES

Transport properties of the RPM flow are governed by the
topology of the Lagrangian dynamics. This topology is “pro-
grammed” by regular reorientation of the base flow v̂, and so
symmetries in this base flow play an important role in the
ordering of coherent structures and breakdown of the inte-
grable state. As the Hamiltonian for an incompressible fluid
corresponds to the streamfunction, the time-averaged Hamil-
tonian H for the RPM flow is

H = 

1

j
�
n=0

j−1

��r,� − n
� for 
 = 2�
k

j
,

�
−�

�

��r,��d� for irrational,



�
, �7�

which is steady in the limit 	→0. As the streamfunction �
for the dipole flow has the reflection-reversal ��r ,��
=−��r ,�+��, then the Hamiltonian H above is identically
zero in all cases in Eq. �7� except for rational 
 where the
denominator j is odd. At the origin r=0, there exists an el-
liptic point of measure zero, as depicted in . 1�d�. For all
cases in the limit 	→0, this system is integrable and coher-
ent structures in the Poincaré section correspond to isopleths
of H, as depicted in . 1�c�. With increasing 	, this integrable
state breaks down in an eventual route to chaos and the sym-
metries inherent to v̂ have consequences for this breakdown.

If the solution to the conservative system Eq. �1� with the
velocity field described by Eq. �6� describing particle trans-
port represents a continuous flow �in the dynamical systems

sense� �̂t, then

x�t� = �̂t�x�0�� , �8�

and this flow can be reduced to a map that operates in the
dipole frame of reference

� = R−1�
0

	

�̂tdt , �9�

where R is the rotation operator

R:� → � + 
 . �10�

As the Lagrangian topology is invariant under R, then the
dynamics of the stroboscopic map � in the dipole frame is

equivalent to that of the continuous map �̂t in the laboratory

frame. The advantage of such an approach is that the system
Eq. �1� in the dipole frame is 	 periodic, simplifying analysis
of �, especially for values of 
 incommensurate with �. If
xn represents the location of a fluid particle in the dipole
frame at time t=n	, then the map

xn+1 = ��xn� , �11�

describes evolution of the dynamical system Eq. �1� for in-
teger values of 	. If the stroboscopic map associated with the
base flow v̂ over time 	 is denoted �0, then from Eq. �9�
�=R−1�0.

From the domain geometry and boundary conditions
�. 1�a��, the base flow v̂ contains two symmetries: a reflection
symmetry along the y axis, and a reflection-reversal symme-
try along the x axis, formalized as

�0 = S0�0S0, S0:� → � − � , �12�

�0 = S1�0
−1S1, S1:� → − � , �13�

Substitution of Eq. �12� into Eq. �9� yields

� = R−1S0�0S0 = R−1S0R�S0, �14�

and using R=S0R−1S0 and S0
2=I, then

S0�S0 = R2� = P�� , �15�

where P is the operator which maps 
→−
. Therefore, the
reflection symmetry of the base flow along the y axis yields
a reflection symmetry in the Lagrangian topology between
positive and negative offsets 
. Due to this degeneracy, the
flow parameter space can be reduced to Q : �	 ,
�= �0,��
� �0,�� without loss of topological information. Substitution
of the symmetry

S2 = R−1S1 ⇔ S1 = RS2, S2:� → � − 
 , �16�

into Eq. �13� and Eq. �9� yields

� = R−1S1�0
−1S1 = S2�−1S2, �17�

and so � also satisfies the reflection-reversal symmetry S2,
further constraining coherent structures in the Lagrangian to-
pology to evolve symmetrically about �=−
 /2.

The particularly simple form of the dipole base flow fa-
cilitates a semianalytic expression for the RPM flow map �,
generating significant analytic and computational benefits for
the study of transport. To simplify the map � parameterized
by 	 ,
, the transport problem for the dipole potential flow is
solved first. As shall become apparent, it is convenient to
introduce the modified radial coordinates

r� = 
r ��� �
�

2

− r ��� �
�

2
 , �18�

�� +
�

2
= � +

�

2
mod � , �19�

such that the circular domain D is now described as
�r� ,���= �−1,1�� �− �

2 , �
2 �. Note that Eq. �19� represents a
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change in the coordinate limits only; a line of constant ��
now bisects the domain D while passing through the origin.
For simplicity the primes are henceforth dropped from r�, ��.

As fluid particles travel along streamlines of constant �
during advection, a natural coordinate system for the prob-
lem is in terms of �� ,��. If s denotes the distance along a
given streamline, then the differential element ds is given by
ds2=dr2+r2d�2, where r and � are related via Eq. �5� for
fixed �. The rate of change in stream distance defines the
streamline velocity, equivalent to the velocity norm, and has
the simple form upon elimination of �

ds

dt
� �v� =

2 cos �

1 − r2 . �20�

Eliminating r, differential time dt may be expressed as

dt =

�� �r

��
�2

+ r2

�v�
d� =

��1 + b2 − b� − ��1 + b2 − b�3

2�1 + b2
d� ,

�21�

where b=cos � cot �. Integration of Eq. �21� yields the ad-
vection time tadv along a streamline

tadv��,�� =
���
�

csc2 ��cot � arctan� sin � cot �

�1 + cos2 � cot2 �
�

+ sin ��1 + cos2 � cot2 �

− �cot ���� + cos � sin ��� �22�

Symmetries of the flow are preserved; tadv is odd with
respect to both � and � as depicted in Fig. 2. As tadv�0,��
=0, tadv��1 ,�� represents the time for a particle to be ad-
vected from �=�1 to �=0 along streamline �, as per Fig.
3�a�. Hence negative advection times arise for particles
downstream of the centerline �=0. The residence time Tres of
a fluid particle injected at x+ on streamline � to exit at x− is

Tres��� �
���
�
�tadv��

2
,�� − tadv�−

�

2
,��� ,

=csc2 ��2 − cot ����

2
− �� , �23�

which is plotted in Fig. 3�b�, ranging from Tres�0�= 2
3 for the

centerline trajectory to Tres��
�
2 �=2 for the separation

streamlines.
For the closed problem, a fluid particle at initial position

�1 advected for time 	 is then positioned at �2 such that

tadv��2,�� +
Tres

2
= tadv��1,�� +

Tres

2
+ 	 mod Tres, �24�

however Eq. �22� cannot be solved analytically for � in terms
of tadv and �. Inversion can be performed numerically by
calculation of Eq. �22� to high resolution over �� ,��
= �− �

2 , �
2 �� �− �

2 , �
2 � to form the interpolation function

�interp�tadv ,��, so defining the advection map �0 for t=	

�0:��1,�� → ��2,�� . �25�

Likewise the rotational map R is given by

R:��,�� → �� + 
,arctan� cos�� + 
�
cos �

tan ��� , �26�

and so the composite map �=R−1�0 fully describes advec-
tion of fluid particles under the flow ẋ=v�x , t� for integer
multiples of time 	 in the dipole frame of reference. Expres-
sion of the dynamics of Eq. �1� in terms of the map � facili-
tates both rapid computation of mixing simulations and
Poincaré sections, and furthermore permits stability analysis
in the neighborhood of fixed points of the system.

IV. FIXED POINTS

The stability of period p points of the stroboscopic map
�p�x0�=x0 derived above directly controls the local transport
dynamics of the flow. Nondegenerate periodic points of
Hamiltonian systems are either elliptic or hyperbolic: elliptic
points are locally stable and generate nonmixing islands.
Conversely, hyperbolic points are locally unstable and pos-
sess stable and unstable manifolds, which may intersect to
form heteroclinic or homoclinic connections, a signature of

FIG. 2. Contour plot of the advection time tadv, ranging from −1
�white� to +1 �black�.

(b)(a)

FIG. 3. �a� Schematic depicting the advection tadv and residence
Tres times, �b� plot of Tres.
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chaos. The bifurcation of elliptic periodic points to hyper-
bolic represents a necessary but not sufficient condition for
complete global mixing. The dominant periodic points of the
map � are generally the fixed points, i.e., p=1. As period-1
fixed points must reside on the same streamline for all times,
� must be invariant under mapping via R for these points.
From Eq. �26� for � to remain constant �=−
 /2; i.e., all
fixed points lie on the axis of symmetry �=−
 /2, recovering
the symmetry result Eq. �17�.

From Eq. �24�, period-1 fixed points satisfy the relation

	 = nTres��� − 2tadv�


2
,�� �27�

for n=0,1 ,2.., where n represents the number of times a
point is reinjected from the sink x− to the source x+. The
open system corresponds to the restriction n=0. Figures
4�a�–4�c� depict the loci of Eq. �27� for all n at various
values of 
. For a given 	, fixed points occur at values of �
given by the intersection of these lines with the horizontal
line of constant 	. As �tadv /���0∀ �� ,��� �0,� /2�
� �−� /2,� /2�, and sgn dTref /d�=sgn �∀�� �−� /2,� /2�,
the right hand side of Eq. �27� is monotonic increasing with
��� for ��0, whereas turning points can occur �as per Figs.
4�b� and 4�c�� for ��0.

Consequently, for both open and closed systems, the fixed
point which occurs at the origin in D for 	=0 and all 

moves along the �=−
 /2 axis of symmetry in the negative
� direction. This fixed point reaches the separating stream-
line �=−� /2 at 	=2tadv�−
 /2,−� /2�, leaving the system at
greater values of 	. Hence for the open system there is at
most only one fixed point of the flow, which occurs for 	
�2tadv�−
 /2,−� /2�, and so from �22� the fixed point exis-
tence boundary for the open flow evaluates to the line

	 = sin�
/2� . �28�

For closed systems �n�0�, fixed points also occur at the
origin for 	=2n /3, n=1,2 , . . ., and reach the �=−� /2 sepa-
rating streamline at 	=2n−2
 /� before leaving the system
at greater values of 	. As fixed points occur at the origin for
	=2n /3, the number of fixed points entering the ��0 do-
main is 1+ �3	 /2�, and the number leaving is �	 /2−
 /��, and
so the number of fixed points npts,��0 in ��0 is

npts,��0 = 1 + �3	/2� − �	/2 − 
/�� . �29�

Due to the symmetry of the dipole flow along �=0, the num-
ber of period-1 fixed points differs between ��0 and �
�0 by at most 1, hence the total number npts of fixed points
in D for the closed flow is

npts 	 2 + �3	� − �	 − 2
/�� , �30�

and the number of fixed points in ��0 increases approxi-
mately as 2	 for all 
. Exceptions do occur due to the round-
ing operators in Eq. �29�; for 
�� /3 and 2
 /��	�2
−2
 /�, no period-1 fixed points occur at all. However, in
general the number of period-1 fixed points within the closed
system increases rapidly with 	, and so the influence that the
stability of these points has upon the mixing dynamics is
profound.

V. STABILITY ANALYSIS

A. Stability of n=0 fixed points

From Eq. �7�, fixed points in D begin at low 	=0 as
regular elliptic points near the origin, and the bifurcation of
these fixed points to hyperbolic is necessary for complete
mixing within D. The stability properties of fixed points are
governed by the nature of the mapping of a material element
back onto itself in the neighborhood local to the fixed point,
so a change in intersection type corresponds to a change in
stability �12�. Figure 5 illustrates the bifurcation of a
period-1 elliptic point on the �=−
 /2 axis of symmetry,
depicting a material line �black� and its period-1 iterate
�gray� under �. Prior to bifurcation at 	=	l �see Fig. 5�a��,
the intersection is a simple crossing at the period-1 elliptic
point, and the material line has positive gradient with respect
to its iterate. With increasing 	 �Fig. 5�b��, the iterated ma-
terial line now possesses an inflection point, yielding a nega-
tive gradient at the intersection with its iterate. This topologi-
cal change corresponds directly to bifurcation of the period-1
point to hyperbolicity and two period-2 points are born on
either side of this point at the intersections. As these points
are elliptic their intersections possess the same relative topol-
ogy as the original elliptic point. With increasing 	, these
points bifurcate again in a period-doubling cascade to even-
tual accumulation and chaos. Transitions as such are ex-
pected as the mean stretch between reorientations of any
flow increases with 	.

However, reverse period-doubling cascades are also ob-
served in some regions, where the system converges from
chaos to stability with increasing 	. This is evident in s. 6
and 8�d�, where the nonreinjected contour �n=0 in Eq. �27��
undergoes reverse period doubling back to a stable elliptic
point with increasing 	. As such, there exists an envelope of
instability for the nonreinjected fixed points whereby the
fixed point is unstable over the region 	l�	�	u. This
change is illustrated in Fig. 6, which shows the reverse cas-
cade with increasing 	 over the windows �a�–�c�, and the

(b)(a) (c)

FIG. 4. Fixed point contours according to Eq. �27� for �a� 
=0, �b� 
= �

2 , and �c� 
= 9�
10 .
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instability envelope is depicted in Fig. 7, the onset of which
occurs at 
=
crit	0.65�. The upper solid line in Fig. 7
depicts the upper limit of 	 for which nonreinjected fixed
points exist within the system.

As sensitivity to initial conditions is one informal indica-
tor of chaos, calculation of Lyapunov exponents within the
instability envelope quantifies expansion of manifolds within
the chaotic sea. This stretch rate is quantified by the eigen-
values of the deformation tensor

F =
��

�x
⇔

dF

dt
= ��v� · F, F�0� = I , �31�

over one period of the flow. As the flow is incompressible,
area is preserved and det�F�=1, leading to reciprocal eigen-
value pairs �� ,�−1�. For elliptic points, �� ,�−1� represent a
complex conjugate pair with ���=1, whereas for hyperbolic
points � is real, with ����1 quantifying the rate of expan-
sion around the fixed point over one period. The Lyapunov
exponent for this flow is simply

� =
1

	
log��� , �32�

and contours of � for different values of 
 and 	 within the
instability envelope are depicted in Fig. 7; the highest stretch
rates occur toward the limit 
→�, but at 
=� the system
collapses to a completely integrable state. The stretching dis-
tributions in Fig. 7 suggest that optimal scalar transport oc-
curs in the limit 
→� for values of 	 around 		1; how-
ever, large islands occur in this region of parameter space.
The islands are associated with elliptic fixed points which

pass through the periodic source/sink at x+ ,x−, and so the
stability of these points must be considered.

B. Stability of n�0 fixed points

From Fig. 4, the origin and fate of period-1 fixed points
within the system for n�0 can be summarized as follows. At
some critical value of 	 unique to each n, a new fixed point
of marginal stability is born at �crit, given by the turning
points of Eq. �27� with respect to �. With increasing 	, two
fixed points emerge which respectively move with increasing
and decreasing �, and leave the domain at 	=2�n
−sin�
 /2��, 	=2�n+sin�
 /2��, respectively. The stability of
these points is depicted in Figs. 8�a�–8�d�, where the black
and gray lines correspond to elliptic and hyperbolic points,
respectively. The left-moving �i.e., decreasing � with in-
creasing 	� points are elliptic, but can undergo period-
doubling bifurcations as depicted by the solid circles in Fig.
8. Similar to the nonreinjected points, with increasing 	 these
hyperbolic points can also undergo a further reverse period-
doubling cascade back to elliptic type, and so the instability
envelope also extends to the reinjected fixed points. The
width of this instability envelope increases with 
 as per the
non-reinjected points �Fig. 7�, and also with increasing n or
	.

Conversely, the open circles in Figs. 8�a�–8�d� do not de-
pict a bifurcation per se, but rather the birth of a marginally
stable fixed point at the turning point of Eq. �27�, denoted
�crit. At higher values of 	, fixed points at ���crit are uni-
versally hyperbolic, whereas points at which 0����crit are
elliptic. Due to the nature of the turning point, this region of
stability universally decreases with increasing 	 and in-

(b)(a) (c)

FIG. 5. Period doubling bifurcation of period-1 point at 
= 4�
5 at �a� 	=	l−

1
100, �b� 	=	l, �c� 	=	l+

1
100.

(b)(a) (c)

FIG. 6. Reverse period doubling cascade of period-1 point at �a� 	=	u− 1
500, �b� 	=	u, �c� 	=	u+ 1

500 across the instability envelope.
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creases with increasing 
, in dischord with the period-
doubling bifurcations above.

Hence the minimum conditions for globally chaotic La-
grangian dynamics within the RPM flow over the parameter
space Q can be recast as the existence of horizontal lines of
fixed 	 in Fig. 8 at a given 
 which only intersect gray lines
depicting hyperbolic fixed points. As tadv�� ,0�=0, for all 

there always exists a region of stability around �=0 for

	 =
2n

3
, n = 0,1,2, . . . , �33�

which in the limits 
↓0, 
↑�, lie on the ��0 and ��0
sides, respectively. For intermediate values of 
, this region
is two sided and monotonic decreasing in �-space with in-
creasing 	. In 	 space this region is more strongly monotonic
decreasing as the gradient of Eq. �27� at �=0 also limits to
zero with increasing 	. As such there exist bands of stability
in 	 for any value of 
 located around 	=2n /3 which be-

come narrower with increasing 	, and furthermore the area of
the integrable region around elliptic points also decreases.
These stability bands are of minimal thickness for interme-
diate values of 
 and coalesce into continua in the limits

↓0, 
↑�.

Also if a reverse period-doubling cascade exists, a region
of stability can occur from �=−� /2 to some intermediate
value in �−� /2,0�. This region of stability is also monotonic
decreasing in � space with increasing 	, however as the gra-
dient of Eq. �27� at �=−� /2 increases with increasing 	, the
width of this region is approximately constant in 	 space.
The stability bands are of minimal thickness in the limit 

→�, and coalesce into a continuum in the limit 
→0.

Plots of these stability bands associated with the presence
of elliptic points prior to bifurcation to hyperbolic type and
after reverse bifurcation back to elliptic type are shown in
Figs. 9�a� and 9�b� respectively, where each band corre-
sponds to a particular value of n in Eq. �27�. The “steps” in
the low-
 region of the Fig. 9�a� correspond to regions
where the elliptic points do not bifurcate at all. In Fig. 9�b�,
no unstable regions in Q occur for 
�� /2, although there
do exist Poincaré sections in Q which are globally ergodic at
high 	. Increased resolution of these Poincaré sections reveal
regular islands and Kolmogorov-Arnold-Moser tori which
appear to approach measure zero in the limit 	→�. As glo-
bally ergodic flows can only occur within the white regions,
the area represented by the intersection of the white regions
in Fig. 9 serves as a basic map for the necessary conditions
for transport optimization; however, it does not account for
the stability of higher-order points above period 1.

If the stability of higher-order points is taken into consid-
eration and global ergodicity is assured, then the rate of
stretching of unstable manifolds in the flow must also be

FIG. 7. Bifurcation envelope and Lyapunov exponent � of the
nonreinjected period-1 elliptic point for 
.

(b)(a)

(c) (d)

FIG. 8. Bifurcation and stability diagrams for RPM flow at �a� 
=� /5, �b� 
=2� /5, �c� 
=3� /5, and �d� 
=4� /5.
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accounted for. This rate is quantified by the infinite time
Lyapunov exponent ��

�� = lim
t→�

�t = lim
t→�

1

t
log���t�� , �34�

where ��t� is calculated as above. For globally ergodic
flows, �� is unique regardless of initial position as any La-
grangian trajectory is space filling, however convergence of
Eq. �34� with t is notoriously slow. Furthermore, as it is
unknown whether a flow in parameter space Q is globally
chaotic due to higher-order fixed points, we calculate an ef-

fective global Lyapunov exponent �̃ from a series of finite
time Lyapunov exponents �t,n via

�̃ =
1

N
�
n=1

N

sgn��t,n��
n=1

N

�t,n, �35�

for t /	=10 periods of the flow over a random sample of N
=1000 initial positions. This effective Lyapunov exponent is
zero if any initial position lies within an integrable region of
the flow and corresponds to an average of �t otherwise. As

such, �̃ is indicates both global chaos and, if global, the
averaged rate of expansion of the chaotic sea which closely

approximates �� for N=1000. The distribution of �̃ over Q
is plotted in Fig. 10�a�, where regions of �̃=0 are evident

around lines of constant 	 arising from the ubiquitous exis-
tence of elliptic points at 	=2n /3, n=0,1 ,2 , . . .. Note that
the effective Lyapunov exponent distribution does not appear
to recover the integrable regions predicted by the stability
envelope in Fig. 9�b�, as these are typically small and gen-
erally occur near the domain boundary and so it is unlikely
that an initial point for �t falls within an elliptic island, high-
lighting the need for the period-1 point stability analysis

above. The distribution of �̃ can be combined with the sta-
bility regions in Fig. 8 to generate an overall map �Fig.
10�b�� of scalar transport enhancement in the RPM flow.
These combined results indicate that the global optimum for
scalar advection over Qadv lies at roughly �	 ,
�
	�1.7,5� /9�, as indicated by the white circle in Fig. 10�b�.
A dyetrace simulation �Fig. 11� indicates that this parameter
set gives rise to rapid global mixing and within a few itera-
tions of the advective map �, most striations have been re-
duced to a thickness below the plot resolution. These results
indicate that a robust global optimization of scalar advection
within potential flows is possible, leading to rapid complete
mixing in short times.

VI. ALTERNATE REINJECTION PROTOCOLS

For closed flows, there exist a number of different rein-
jection protocols such as reflected, delayed, and stochastic
reinjection. Delayed reinjection corresponds to particle hold
up in a finite-length pipe, stochastic reinjection corresponds
to some level of fluid mixing or particle diffusion in such a
pipe and reflected reinjection corresponds to a twisted pipe.
In the laboratory or field setting, such effects rarely occur in

(b)

(a)

FIG. 9. �a� Region �black� of RPM parameter space Q which
contains stable period-1 fixed points prior to period doubling, �b�
the same region corresponding to fixed points after reverse period
doubling.

(b)

(a)

FIG. 10. �a� Distribution of effective Lyapunov exponent �̃ over
the RPM parameter space Q, and �b� combination of period-1 sta-
bility regions and stretching results over Q.
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isolation, however for the sake of clarity we shall briefly
examine the effect of each alone upon the general transport
dynamics. First, reflected reinjection involves instantaneous
reinjection at the source x+ whereby the streamnumber is
reversed, i.e., � �x+ =−� �x−. For fixed and periodic points
which undergo even numbers �including zero� of reinjections
during the periodic cycle, the location, stability, and local
dynamics of these points is unchanged due to the reflection
symmetry Eq. �12� of the dipole flow. However, if any peri-
odic �or fixed� point undergoes an odd number of re-
injections during a cycle, then the period p cycle is replaced
by a period 2p cycle, and the location and stability of these
points may be changed. This is clearly illustrated in the
Poincaré sections in Fig. 12, where the nonreflected one con-
tains a large island on the left-hand side, and three period-3
islands on the right. In the reflected reinjection case, the el-
liptic island which corresponds to a nonreinjected fixed point
is unchanged, whereas the period-3 cycle �which undergoes
re-injection once during the cycle� is now replaced by a
stable period-6 cycle, such that the original period-3 points
lie between the new pairs in the period-6 cycle. However,
unlike the period-doubling bifurcation, the original period-3

cycle no longer exists and these regions are in the chaotic
sea. In this case the stability of the period-3 cycle is pre-
served, however in other cases across �	 ,
� space, changes
in stability from hyperbolic to elliptic and vice-versa are ob-
served.

We consider two mechanisms of stochastic reinjection;
one whereby the streamnumber at x+ upon reinjection is cho-
sen from a random uniform distribution over �−� /2,� /2�,
and so is completely uncorrelated with � leaving at x−, and a
second where some level of Gaussian noise �of variance ��

2�
is added to the streamnumber at x+ and mapped to the do-
main �� �−� /2,� /2� by periodic boundary conditions. In
both cases, the asymptotic transport dynamics are the same;
any isolated regions �such as elliptic islands or isolated mix-
ing regions� of the flow domain which do not undergo rein-
jection �i.e., regions which persist in the open flow case� are
unchanged, whereas the remaining regions eventually mix
completely due to the stochastic process at the inlet, regard-
less of the Lagrangian topology within this region. For ran-
dom reinjection, all resonances, and hence coherent struc-
tures are destroyed upon a single reinjection event as there is
no correlation between � �x+ and � �x−, and so mixing is rapid
and ergodic. Conversely, finite perturbations via the addition
of Gaussian noise result in “smearing” of coherent structures
in the Lagrangian topology in a manner similar to diffusion,
which asymptote with time to complete mixing. The magni-
tude of Gaussian noise governs the rate of convergence to the
well-mixed state, as depicted in the series of finite-time
Poincaré sections with increasing variance ���

2� in Fig. 13,
where persistence of the nonreinjected structure is clearly
illustrated against the breakdown of the Lagrangian topology
in the reinjected region. The addition of Gaussian noise to
reinjection represents a dissipative operator localized around
the source x+, which shares the qualitative properties of other
dissipative systems, namely, contraction of phase space and
possible admission of so-called “strange eigenmodes” �13� in
the reinjected region.

(b)(a) (c) (d)

(f)(e) (g) (h)

FIG. 11. Dyetrace evolution of optimal stirring protocol over Q at �	 ,
�	�1.7,5� /9�.

(b)(a)

FIG. 12. Poincaré sections at �	 ,
�= �1 /5,� /6� for �a� regular
reinjection and �b� reflected reinjection.
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In the case of delayed reinjection, the domain D is ex-
panded to include the finite-length pipe associated with the
delay time td. Hold-up in the reinjection pipe does not alter
the local dynamics within the flow domain, but rather trans-
ports coherent structures in the Lagrangian topology, such
that an period-p point at �� ,�� which undergoes n reinjec-
tions during the period-p cycle is translated to �� ,�
−�adv�� ,ntd��, where values of ��−�adv�� ,ntd�� greater than
� /2 correspond to fixed points which occur within the finite-
length reinjection pipe. Unlike the other reinjection protocols
above, the stability of these points is unchanged by the delay
ntd, and the Lagrangian topology and coherent structures un-
dergo a small distortion due to the variance of streamline
velocities with �. As such, the local dynamics are changed;
i.e., the stable and unstable manifolds of the flow are trans-
lated to different locations and slightly stretched, but glo-
bally the transport dynamics over D are quantitatively simi-
lar.

VII. CONCLUSIONS

We have given a theoretical and numerical analysis of the
transport properties of open and closed potential flows with
respect to scalar advection, based on the RPM flow as a
model system. Results from the kinematic problem suggest
potential flows present no limitation to the attainment of La-
grangian chaos so long as the flow transients can be pro-
grammed to generate stretching and folding of material ele-
ments. In the limit 	→0, the periodic reorientation creates a
Hamiltonian structure that is steady and integrable, and so
the breakdown of this state is necessary to the attainment of
Lagrangian chaos. Symmetries in the base dipole flow of the
RPM flow impart symmetry conditions on the Lagrangian
topology itself and also over the flow control parameter
space Q. Base flows with different symmetries will generate
different topologies. These conditions constrain the location
of period-1 fixed points, which in turn govern the majority of
the mixing properties of such flows. In the case of the open
RPM flow, an “instability envelope” exists over which a
route to chaos is achieved via a period-doubling bifurcation
cascade. This envelope limits the region of parameter space
Q which generates global chaos, where the rate of expansion
along the unstable manifold is quantified by the Lyapunov
exponent. Maximum stretch occurs toward the degenerate
limit 
→�, at which point the system collapses to a com-
pletely integrable state. The closed RPM flow is character-
ized by “bands of stability” in Q arising from stable period-1
points at 	=2n /3. These stability bands exclude regions of
the parameter space Q from the remainder which represent
necessary but not sufficient conditions for the attainment of
globally ergodic mixing. Transport over the remaining re-
gions of Q is quantified by the effective global Lyapunov
exponent which accounts for higher periodicity fixed points
and identifies regions corresponding to rapid complete mix-
ing for the closed system, as verified by dyetrace simula-
tions. These results suggest that chaotic advection can be
readily achieved within potential flows, and that the symme-
tries present in the base dipole flow play a significant role in
programming the structure of Lagrangian topology and the
mixing template.
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(b)(a)

(c) (d)

FIG. 13. Finite time Poincaré sections simulated to 1000	 at
�	 ,
�= �1 /5,3� /4� with Gaussian noise upon re-injection �a� ��

2

=0 �b� ��
2 =10−6 �c� ��

2 =10−4 �d� ��
2 =10−2.
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